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Abstract

Deep visual models are known to be vulnerable to adversarial attacks. The last few years have seen numerous techniques to compute adversarial inputs for these models. However, there are still under-explored avenues in this critical research direction. Among those is the estimation of adversarial textures for 3D models in an end-to-end optimization scheme. In this paper, we propose such a scheme to generate adversarial textures for 3D models that are highly transferable and invariant to different camera views and lighting conditions. Our method makes use of neural rendering with explicit control over the model texture and background. We ensure transferability of the adversarial textures by employing an ensemble of robust and non-robust models. Our technique utilizes 3D models as a proxy to simulate closer to real-life conditions, in contrast to conventional use of 2D images for adversarial attacks. We show the efficacy of our method with extensive experiments.

1. Introduction

Deep neural models are well-known for their impressive performance in numerous computer vision tasks. However, they are also found susceptible to adversarial attacks [4]. These attacks compute perturbations to modify inputs to the models such that their predictions become misleading. Often, attacks are concealed by restricting the norm of perturbations to small values [44]. Literature shows that despite embedding such weak signals in inputs, model outputs can be controlled at will [2]. This strategy is particularly popular in fooling visual models. Another scheme to deceive these models is to use plausible ‘patch’ or ‘graffiti’ on images or objects for fooling [8].

For deep learning in practice, it is of utmost importance that we fully comprehend the adversarial weaknesses of this technology. Currently, adversarial attacks on deep learning are seen as a major threat to its adoption in real-life applications [5]. Hence, we are also witnessing numerous defense methods against adversarial attacks on this technology [3], [34], [35], [9], [32]. Often, such defense methods are subsequently broken by more advanced attacks [47], [49]. This has practically resulted in an arm race between adversarial attacks and defenses. The ultimate goal of this race is to understand adversarial weaknesses of deep learning to the extent that it can be secured from any potential attack. This makes it worthwhile to still explore new avenues of adversarial susceptibility of deep learning, despite the large body of existing literature.

One particularly under-explored venue in adversarial attacks is the computation of misleading textures for 3D objects that can fool models on images rendered through the graphics pipeline. The graphics pipeline has been extensively exploited in many industrial applications e.g. aircraft simulators, autonomous vehicles, which rely on computer generated images (CGI) to train deep learning models used in automation. Rendering adversarial CGI can have catastrophic consequences for such applications. Due to such practical concerns, we can find research efforts in this direction. For instance, [10] and [51] study camouflaging 3D objects using adversarial texture. However, those methods fail to account for the complete graphics pipeline in attacks. There are also methods to fool visual models by manipulating 3D object textures in the physical world [6], construct unadversarial objects for robustness against attacks [38], or embedding assistive signals in objects to improve classification error on challenging circumstances [36]. However, those techniques also do not focus on the rendering pipeline for texture computation. In [6], the texture mainly retains its adversarial character in the 3D world due to its robustness to basic transformations.

In this paper, we propose a method to compute highly transferable adversarial textures for 3D models that account for the graphics rendering pipeline in an end-to-end optimization scheme. As shown in Fig. 1, our pipeline employs a differentiable neural renderer that not only allows us to synthesize images from 3D models with full control over the scene parameters, but also enables us to backpropagate gradients of the target model throughout the pipeline. Successful backpropagation of target model gradients to the input has been the key feature of computing effective perturbations for adversarial attacks. For the adversarial 3D textures, we provide the first instance of accomplishing it with differentiable rendering. We specifically induce transferability in our textures by utilizing an ensemble of classifiers as the target models. This ensemble contains both
standard and adversarially robust [41] models. We include adversarially robust models to exploit their known representational alignment with human perception [40], [20]. This is utilized in our scheme to induce texture patterns that preserve salient features of the target (incorrect) class.

Our contributions can be summarized as:

- We propose an end-to-end optimization scheme to compute adversarial textures for 3D models. We successfully back-propagate gradients from the target model to the input with differentiable neural rendering.
- We induce transferability in the computed adversarial textures by using a model ensemble that includes both standard and adversarially robust models. The latter is leveraged to incorporate salient features of the target (incorrect) class which are preserved during 3D mapping of the texture on the model.
- We make the proposed adversarial textures invariant to environmental effects and background changes by accounting for these variations in our rendering pipeline.
- We thoroughly evaluate the proposed adversarial textures for their efficacy and transferability on 18 ImageNet models. Our results also provides insights on transferability and the need of sophisticated methods for adversarial textures.

2. Related Work

We first provide an overview of adversarial attacks. We also include a brief discussion on standard and robust classifiers, which relates to our work because both types are used in our scheme. Finally, we provide a quick review of differentiable rendering, which is employed in our technique for backpropagating model gradients to the input.

2.1. Adversarial Attacks

Adversarial attacks have gained large popularity in deep learning literature. We refer to [5] for detailed review of this direction, here we first briefly discuss the popular gradient-based attack and then move to adversarial textures.

2.1.1 Gradient-based Attacks

Gradient-based attacks compute gradient of the model to be fooled, or its proxy. Among these attacks, the most popular is the Fast Gradient Sign Method (FGSM) [14] which is computationally efficient as it requires only one iteration of gradient computation. FGSM computes the attack as $x_{adv} = x_{benign} + \epsilon \cdot \text{sign} \left( \nabla_{x_{benign}} J(\theta, x_{benign}, y) \right)$, where $x_{adv}$ is the adversarial image and $x_{benign}$ is the original image. In the cost function $J(\theta, x_{benign}, y)$, $\theta$ represents the network parameters and $y$ the ground truth label. Moreover, $\epsilon$ is used to scale the noise and is usually a small number. A sign function is applied to the gradients of the loss with respect to the input image to compute the final perturbation.

A stronger iterative version of FGSM is the Projected Gradient Descent (PGD) attack method [31]. The PGD attack is considered one of the stronger attacks and it is used as a benchmark to measure the robustness of many defenses in the literature. As compared to FGSM, PGD is an iterative attack that also involves projecting the perturbations onto an $\ell_p$-ball of fixed radius. The perturbations are computed as model gradients. Currently, there are numerous gradient-based attacks available in the literature. We refer interested readers to [4] for their detailed review. Here, we highlight that the effectiveness of these attacks mainly relies on the ability of backpropagating gradient’s of the model loss surface w.r.t. input to the input layer. This results in computing optimal directions along which adversarial perturbation vectors can be computed.

2.1.2 Adversarial Textures

Existing literature in adversarial attacks is mostly focused on either small imperceptible perturbations on digital adversarial examples, or physical-world adversarial examples created with large and less realistic distortions that can be easily recognized by humans. A recent work of Duan et al. [10] shows the possibility to create adversarial examples that can be concealed with natural styles. For instance, they used the ‘snow’ and ‘rusty’ styles to hide the adversar-
turbations of the input: loss, while making the model robust against worst-case non-differentiable alternate of the graphics pipeline [22, 25, 46].

In a related effort, Zhang et al. [51] introduced CAMOU, which is a physical adversarial attack that specifically targets vehicles from being detected by deep learning object detectors. While their approach seems to be effective under different simulated lighting conditions and camera positions, their camouflage is very conspicuous for human perception and feels unrealistic.

2.2. Standard & Robust Classifiers

In supervised learning, models are trained by optimizing their parameters $\theta$ for the expected loss between the inputs $x$ and target $y$. Therefore, the standard optimization objective can be expressed in the form:

$$\theta = \min_{\theta} \mathbb{E}_{(x,y) \sim D}[L_\theta(x,y)].$$  

(1)

Optimizing for this objective should ideally find the optimal model that also provides desired performance on unseen data from the distribution $D$ [11]. However, such ‘standard’ models are susceptible to adversarial attacks [4].

A common approach to deal with this problem is to opt for robust optimization for model training [14]. In that case, the optimization objective minimizes the expected loss, while making the model robust against worst-case perturbations of the input:

$$\theta = \min_{\theta} \mathbb{E}_{(x,y) \sim D}[L_\theta(f_{adv}(x, \epsilon), y)].$$  

(2)

Here, $f_{adv}$ is an adversarial attack such as FGSM or PGD with a perturbation tolerance $\epsilon$. Training a network with this robust objective is among one of the most practical ways to train networks that are invariant to small $\ell_p$-bounded changes in the input while maintaining high accuracy. Therefore, to achieve this objective in adversarial training a common approach is to add adversarial examples to the training set [14, 29, 42]. Leaving aside their adversarial robustness, the models resulting from this strategy also exhibit other interesting properties [40]. One of them is to endow adversarial perturbations computed with them the salient features of the target class. It is shown in [19] that this is not easily achieved by the standard models.

2.3. Differentiable Rendering

Rendering can be considered as the process of projecting 3D scenes onto 2D images. However, computer graphics-based rendering pipeline is known to be non-differentiable [37]. This limits its usability in deep learning that works with differentiable programs only [27]. Recently, promising progress has been made in developing differentiable alternate of the graphics pipeline [22, 25, 46].

The works of Kumar et al. [24] and Kato et al. [23] have particularly sparked a wave of interest in differentiable rendering in deep learning community.

3. Computing Deceptive Textures

In this section, we provide details of the proposed technique of computing deceptive textures. We consider a rendering function $R$, which takes shape parameters $\Theta_s$, camera parameters $\Theta_c$, lighting parameters $\Theta_l$, and texture parameters $\Theta_t$ as inputs and outputs a batch of RGB images $I$. Let us collectively denote the inputs for $R$ as $\Theta = \{\Theta_s, \Theta_c, \Theta_l, \Theta_t\}$. When rendering is differentiable, the function $R$ can also compute the gradients of the output images with respect to the input parameters $\frac{d I}{d \Theta}$. While inferring $\Theta_s$ and $\Theta_l$ from $I$ using techniques like backpropagation is a common task for differentiable renderers [22], for the task of 3D texturization, we focus on inferring $\Theta_t$.

Let $K_t(I)$ be a visual classifier trained using the standard optimization objective in Eq. (1). Similarly, denote the robust classifier trained under the objective given by Eq. (2) as $K_r(I)$. An ensemble of classifiers containing any number of both traditional classifiers and robust classifiers can be denoted as $K = \{K_{t_1}, \ldots, K_{t_n}, K_{r_1}, \ldots, K_{r_m}\}$. Let us denote the true label of an input as ‘$y$’ and the label of the target (incorrect) class by ‘$y_{target}$’. Adversarial attacks aim to compute a perturbation $\rho \in \mathbb{R}^m$ that satisfies the constraint:

$$K(I + \rho) \rightarrow y_{target}, s.t. \ y_{target} \neq y, \ ||\rho||_p \leq \epsilon,$$

(3)

where $||.||_p$ is the $\ell_p$-norm that is restrained by $\epsilon$. For regularization purposes, we use the total-variation norm, which can be expressed as:

$$V(I) = \sum_{a,b} |I_{a+1,b} - I_{a,b}| + |I_{a,b+1} - I_{a,b}|.$$

(4)

In Eq. (4), $V$ corresponds to the total-variation regularization function, which takes as a parameter an image $I$. The parameters $a$ and $b$ denote the indexes of the corresponding row and column of each pixel in an image. The maximum value of $a$ and $b$ are the height and width of the image respectively. The total variation regularization simul-

\[\text{Algorithm 1: Generating Deceptive Textures}\]

\textbf{Input:} Render function $R$, step size $\alpha$, ensemble of classifiers $K$, set of background images $B$, 3D mesh parameters $\Theta$, target label $y_{target}$, number of iterations $\gamma$

\textbf{Output:} texture $\Theta_t$

\textbf{GenerateTexture} $\mathcal{R}$, $\alpha$, $K$, $\Theta$, $y_{target}$, $\gamma$

\begin{itemize}
    \item $\xi \leftarrow 0$, $w \leftarrow [w_1, \ldots, w_n]$
    \item \textbf{while} $\xi \leq \gamma$ \textbf{do}
    \item \quad $I \leftarrow \text{addRandomBackground}(R(\Theta), B)$
    \item \quad $L = \frac{1}{n} \sum_{j=0}^{n} L(K_j(I), y_{target}) w_j + \lambda V(I)$
    \item \quad $\Theta_t \leftarrow \text{Clip}_{[0,1]}(\Theta_t + \alpha \nabla L)$
    \item \quad $\xi \leftarrow \xi + 1$
    \item \textbf{return} $\Theta_t$
\end{itemize}
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taneously preserves edges whilst smoothing away noise in flat regions. We use this regularization to induce a smoothing effect in the generated textures. The parameter \( \lambda \) controls the magnitude of the smoothing regularization.

We summarize our procedure of computing deceptive textures in Algorithm 1. In the algorithm, the function \( addRandomBackground(\cdot) \) takes as inputs the rendered images from \( R(\Theta) \) and a set of background images \( B \). Both of these are expected as input by the algorithm. The output of \( addRandomBackground \) is a batch of images with randomly selected backgrounds from \( B \). For each classifier \( k \) in the ensemble (expected as input), a weight value \( w \) is initialized. We set \( w = 1 \) for all classifiers, but this can be changed to control each classifier’s priority in the ensemble. The loss function \( \mathcal{L} \) used in the algorithm is a Cross-entropy loss that is computed over the prediction of a classifier \( k \) and the target label \( y_{\text{target}} \). Finally, a scaled version of the gradients of the loss is added to the texture \( \Theta_t \). The function \( Clip \) is used to constrain the values of the resulting texture in the valid dynamic image range, i.e. \([0,1] \).

In essence, Algorithm 1 generates the desired textures by adversarially attacking a classifier ensemble while accounting for natural smoothness of the patterns resulting from the attack. These patterns serve as deceptive textures.

4. Implementation Details

To ensure that our computed textures are not biased to a particular network or architecture, we use an ensemble of classifiers to compute the adversarial textures. Initially, for the non-robust ensemble we tested a diverse range of models using different architectures such as Vgg16 [43], ResNet50 [15], DenseNet121 [17], InceptionV3 [45], SqueezeNet1.0 [18], ShuffleNetV2 [30], and MobileNetv2 [39]. Where pretrained networks are used to extract features for texturization, e.g. in Neural Styling [12], VGG-like networks are known to produce acceptable results. However, our exhaustive experimentation showed that deeper networks generally generate better and more transferable textures than shallow networks for non-robust ensemble. There are two main reasons for that. First, generating textures for 3D objects from different camera-views is a complex process. The corresponding complexity of deeper networks helps in modeling this process. Second, approaches such as Neural Styling only use partial information from the CNN such as the intermediate layers as features. However, our schema directly optimizes the classification error of the ensemble in an end-to-end process. Therefore, our final ensemble includes 2 non-robust models (DenseNet121 and InceptionV3) and 4 robust models (ResNet50 PGD \( \ell_2 \epsilon = 3/255 \), ResNet50 PGD \( \ell_\infty \epsilon = 8/255 \), ResNet34 FGSM \( \ell_\infty \epsilon = 2/255 \), and ResNet34 PGD \( \ell_\infty \epsilon = 4/255 \)). Herein, \( \epsilon \) denotes the perturbation magnitude. Moreover, it is now an established fact that optimizing adversarial patterns using an ensemble of models can help in improving transferability of the attack to other models [48, 1]. However, after extensive experimentation, we noticed that adding robust models helped to create more realistic textures as opposed to using non-robust models. In addition, those realistic deceptive textures also transfer better to other networks.

We empirically found that an ensemble with 2 Non-Robust (2R) and 4 Robust (4NR) models worked the best in our experiments. Early in our experiments, we also noticed that PGD is more effective for targeted attacks. There are two main reasons for that. First, when optimizing a loss ensemble from multiple models (e.g., ImageNet models), having a single target label helps in the convergence of the loss. In an untargeted attack when using more than 2 classifiers, having a multi-objective loss makes the optimization difficult. The situation worsens when more classifiers are added to a multi-objective loss. Second, when introducing robust models to the ensemble, the features generated in the textures are easily recognizable to non-robust models due to their alignment with human perception. A targeted attack on an ensemble of robust classifiers will lead to more recognizable features which ultimately improves the transferability. Hence, in this work, we focus on targeted attacks.

Currently, there are four main libraries that allow differentiable rendering: Pytorch3D [37], Kaelin [21], Tensorflow Graphics, and Mitsuba2 [33]. Our implementation uses Pytorch and Pytorch3D libraries. One of the core design choices of the Pytorch3D API is to support batched inputs for all components. The renderer and associated components can take batched inputs and render a batch of output images in one forward pass. This is the key to achieve the desired outputs for our solution. We used Pytorch3D [37] library to implement our rendering function with a Mesh Rasterizer using the parameters blur radius equal to 0 and faces per pixel equal to 1. In addition, Pytorch3D also offers a variety of Shader implementations. In this work, we use the Soft Phong Shader [26] implementation offered by Pytorch3D using default parameters.

We optimize for 6 deceptive textures targeting 6 ImageNet classes: Banana, Chameleon, Gorilla, Ostrich, Strawberry and Tree Frog. Moreover, 8 different views from each deceptive texture are generated to evaluate with 21 different backgrounds for a total of 168 images for each deceptive texture (6 images x 8 views x 21 background = 1008 test images). We perform attacks on 18 different ImageNet models (see Fig. 2).

We performed our experiments using a GeForce 2080 Ti 11GB GPU. We found that usually 4-6 carefully selected views of the 3D object are enough to cover its entire surface. On average, for the textures in our experiments are generated using 2 non-robust and 4 robust models, 5 different camera-views and 100 iterations; we were able to generate 1 fully textured 3D mesh every 3.15 seconds approximately. This is the same as 19 fully textured 3D meshes per minute. It is important to note that not all 3D meshes require multi-
Figure 2: Examples of textures for a 3D tank model with target label ‘ostrich’ generated using Algorithm 1. We provide top-5 confidence scores of the rendered images for 18 models that are not used in the ensemble to generate the texture. (Left) Texture 1 is generated with an ensemble of 2 non-robust and 4 robust classifiers. (Right) Texture 2 is generated by attacking an ensemble of 6 non-robust classifiers. The green bar indicated the label of ‘ostrich’ - the target label.

Figure 3: Different backgrounds are used to generate our deceptive textures to simulate practical conditions.

5. Evaluation Methodology and Results

This work is inspired by a recent conclusion that visual models suffer from texture bias [13, 16]. Geirhos et al. [13] demonstrated that traditionally trained classifiers prefer texture over shape. Hence, we focus on texture manipulation in our attack instead of object shape. Moreover, for potential physical world attacks, it is easier to manipulate the texture rather the shape of an object as the latter has engineering constraints. A major challenge faced in evaluating deceptive textures is to actually imprint those on large objects to conduct evaluation in the physical world. Normally, this imprinting requires facilities that are impractical for the fast pace of research in this direction. Hence, the common practice is to simulate the environment for evaluation [4].

In this work, for better synthesis of realistic conditions in the simulated environment, we use 3D models and add different backgrounds to the rendered images (Fig. 3). Using our rendering function, we also simulate scene conditions generating new views with a variety of camera positions and lighting conditions that are then combined with different backgrounds and evaluated on the 18 ImageNet models. It is now known that CNNs can be brittle to small transformations such as camera viewpoint and object positioning. Such transforms are often enough to fool image classifiers [7, 36, 50]. To conduct a fair evaluation, we position the object in the center of the image and test it under different illumination conditions, backgrounds, and rotations to ensure that the fooling is due to our generated textures rather than a particular set of conditions.

5.1. Experimental Results

Table 1 shows comprehensive quantitative results of our deceptive textures computed for the tank model. The results shown in this table correspond to textures that are optimized without background. Then, we added background only during the testing phase. The first column shows the accuracy (%) of the model on the tank images with original texture. The remaining columns show accuracies (%) when the tank has deceptive textures. Average accuracy for all textures is reported in the last column. In general, we can see that the accuracies drop significantly with deceptive textures. These results were computed for all views and backgrounds considered in this work to simulate different real-world scenarios. Overall, our deceptive textures significantly reduce the

<table>
<thead>
<tr>
<th>CNN Model</th>
<th>Tank</th>
<th>(B)</th>
<th>(T)</th>
<th>(G)</th>
<th>(O)</th>
<th>(S)</th>
<th>(F)</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td>81.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>DenseNet169</td>
<td>92.9</td>
<td>7.0</td>
<td>1.8</td>
<td>2.4</td>
<td>0</td>
<td>0</td>
<td>3.0</td>
<td>2.3</td>
</tr>
<tr>
<td>Densenet201</td>
<td>90.5</td>
<td>16.5</td>
<td>2.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.8</td>
<td>3.4</td>
</tr>
<tr>
<td>inceptionv3</td>
<td>97.0</td>
<td>33.5</td>
<td>12.9</td>
<td>8.2</td>
<td>20.6</td>
<td>0</td>
<td>0.7</td>
<td>12.7</td>
</tr>
<tr>
<td>mobilenetv2</td>
<td>76.8</td>
<td>17.1</td>
<td>4.7</td>
<td>2.4</td>
<td>8.2</td>
<td>0</td>
<td>0.6</td>
<td>5.5</td>
</tr>
<tr>
<td>nasnet</td>
<td>91.1</td>
<td>23.6</td>
<td>7.1</td>
<td>15.9</td>
<td>15.9</td>
<td>1.2</td>
<td>1.2</td>
<td>11.5</td>
</tr>
<tr>
<td>resnet101</td>
<td>83.3</td>
<td>6.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>resnet101v2</td>
<td>73.8</td>
<td>0.6</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>resnet152</td>
<td>72.6</td>
<td>5.3</td>
<td>0</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>resnet152v2</td>
<td>81.5</td>
<td>6.6</td>
<td>0.6</td>
<td>2.9</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>resnet50</td>
<td>58.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>resnet50v2</td>
<td>56.0</td>
<td>0</td>
<td>0</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>vgg16</td>
<td>29.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>vgg19</td>
<td>32.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>inception</td>
<td>86.3</td>
<td>28.2</td>
<td>1.7</td>
<td>2.9</td>
<td>0</td>
<td>0</td>
<td>11.8</td>
<td>7.5</td>
</tr>
<tr>
<td>Average</td>
<td>73.4</td>
<td>8.7</td>
<td>19.3</td>
<td>3.0</td>
<td>3.6</td>
<td>0.1</td>
<td>1.2</td>
<td>---</td>
</tr>
<tr>
<td>Accuracy drop</td>
<td>88.1</td>
<td>97.4</td>
<td>95.9</td>
<td>95.1</td>
<td>99.9</td>
<td>98.4</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
Table 2: Average accuracy of all 6 deceptive textures (%) for tank with different backgrounds on all 18 ImageNet models. The last row shows the average accuracy per background.

| Model/Background | desert | desert | desert | desert | desert | desert | forest | grass | grass | grass | grass | grass | grass | grass | grass | grass | grass |
|------------------|--------|--------|--------|--------|--------|--------|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| DenseNet21        | 14.3   | 12.5   | 10.7   | 12.5   | 10.7   | 12.5   | 10.7   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   |
| DenseNet169       | 14.3   | 12.5   | 10.7   | 12.5   | 10.7   | 12.5   | 10.7   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   |
| DenseNet201       | 14.3   | 12.5   | 10.7   | 12.5   | 10.7   | 12.5   | 10.7   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   | 14.3  | 8.9   |
| inceptionv4       | 23.0   | 12.5   | 14.3   | 26.8   | 16.1   | 12.5   | 23.2   | 0     | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   |
| mobilenet         | 15.7   | 17.9   | 14.3   | 12.5   | 7.1    | 7.1    | 12.5   | 17.9  | 23.2  | 5.3   | 16.1  | 8.6   | 14.3  | 10.7  | 12.9  | 19.6  | 32.1  |
| mobilenetv2       | 16.1   | 13.9   | 16.1   | 12.5   | 7.1    | 7.1    | 12.5   | 13.9  | 16.1  | 14.3  | 9.5   | 10.7  | 14.3  | 10.7  | 10.7  | 10.7  | 10.7  |
| nasnet            | 35.7   | 13.1   | 16.1   | 14.3   | 16.1   | 14.3   | 23.2   | 41.1  | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   | 3.6   |
| nasnetmobile      | 8.9    | 7.1    | 5.3    | 14.3   | 10.7   | 12.5   | 5.3    | 12.5  | 5.3   | 12.5  | 5.3   | 12.5  | 5.3   | 12.5  | 5.3   | 12.5  | 5.3   |
| resnet101         | 25.0   | 7.1    | 10.7   | 12.5   | 7.1    | 14.3   | 18.4   | 14.3  | 10.7  | 14.3  | 19.6  | 5.3   | 14.3  | 16.1  | 12.9  | 17.9  | 17.9  |
| resnet101v2       | 12.5   | 8.9    | 12.5   | 14.3   | 10.7   | 14.3   | 12.5   | 0     | 7.1   | 3.6   | 16.1  | 8.9   | 14.3  | 10.7  | 12.9  | 17.9  | 17.9  |
| resnet152         | 14.3   | 12.5   | 12.5   | 14.3   | 10.7   | 14.3   | 12.5   | 0     | 7.1   | 3.6   | 16.1  | 8.9   | 14.3  | 10.7  | 12.9  | 17.9  | 17.9  |
| resnet152v2       | 12.5   | 10.7   | 14.3   | 12.5   | 12.5   | 14.3   | 12.5   | 0     | 7.1   | 3.6   | 16.1  | 8.9   | 14.3  | 10.7  | 12.9  | 17.9  | 17.9  |
| resnet50          | 14.3   | 3.6    | 0      | 14.3   | 0      | 5.3    | 12.5   | 3.6   | 0     | 14.3  | 3.6   | 12.5  | 12.5  | 14.3  | 10.7  | 12.9  | 10.7  |
| resnet50v2        | 14.3   | 7.1    | 12.5   | 10.7   | 3.5    | 8.9    | 12.5   | 3.6   | 1.8   | 8.9   | 14.3  | 6.1   | 0     | 7.1   | 14.3  | 12.9  | 12.5  |
| vgg16             | 10.7   | 0      | 5.3    | 5.3    | 0      | 1.8    | 5.3    | 7.1   | 0     | 0     | 10.7  | 1.8   | 5.3   | 0     | 6.5   | 10.7  | 6.6   |
| vgg19             | 3.6    | 0      | 5.3    | 5.3    | 0      | 1.8    | 5.3    | 7.1   | 0     | 0     | 10.7  | 1.8   | 5.3   | 0     | 6.5   | 10.7  | 6.6   |
| inception         | 28.6   | 14.3   | 14.3   | 17.9   | 12.5   | 14.3   | 5.3    | 16.1  | 3.6   | 14.3  | 3.6   | 14.3  | 3.6   | 14.3  | 3.6   | 14.3  | 3.6   |
| SVGA Accuracy     | 16.8   | 9.8    | 11.4   | 8.7    | 10.2   | 8.1    | 14.4   | 10.3  | 14.7   | 13.5  | 19.9  | 10.9  | 10.1  | 13.3  | 14.5  | 23.2  | 23.9  | 11.8  |
Figure 4: Results establishing the need of systematically computing adversarial textures as oppose to using images of the target class as texture. We use a random ‘banana’ image and applied to 3D tank model and used a variety of backgrounds (top row). The rendered images were passed to the models. It was expected that this would fool the models in predicting the ‘tank’ as ‘banana’. However, the ‘banana’ class appeared only once (shown in green) in top-5 predictions, authenticating the need of sophisticated methods for adversarial texture computation.

Figure 5: A 3D model of a submarine is optimized targeting the labels ‘killer whale’ and ‘grey whale’. In addition, two different backgrounds are used to ‘simulate’ underwater environment. In this example we use a strong smoothing regularization parameter $\lambda = 0.01$ (as opposed to $\lambda = 1e^{-6}$ used in other experiments). Despite the adversarial textures ‘lacking’ finer details in the texture because of smoothing, the textures are still generally effective and highly transferable.

Generally, the average accuracy of models with both background optimizations is significantly better than the average accuracy with no background.

To test the extent of invariance of our adversarial textures to lighting, camera views, and backgrounds, we simulated different environments for terrestrial, aerial, and aquatic man-made vehicles. In Fig. 6, we show an example of an aircraft under different camera views, lighting conditions, and backgrounds. The test is performed using differ-
Figure 6: Example of an adversarial texture for an aircraft 3D model optimized for the ImageNet label “kite”. One of the challenges of adversarial textures in the physical world is the degradation of the adversarial signals due to changes in the environment conditions. Our deceptive textures are generally robust to such condition variations. The shown rendered images of aircraft have ‘rural’ and ‘urban’ backgrounds in different conditions. However, the target class of ‘kite’ appears very frequently in the top-5 labels despite large variations in the conditions.

Table 3: Average accuracy (%) of all 6 Adversarial Textures (A.T) for tank when trained with background (A.T + Background) and without background (A.T). Textures rendered with background are in general more deceptive than those not accounting for the background optimization.

<table>
<thead>
<tr>
<th>Training Background</th>
<th>A.T + Background</th>
<th>No Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing Background</td>
<td>Desert</td>
<td>Grassland</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>DenseNet169</td>
<td>0.28</td>
<td>0</td>
</tr>
<tr>
<td>DenseNet201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>inceptionresnetv2</td>
<td>4.87</td>
<td>5.17</td>
</tr>
<tr>
<td>inceptionv3</td>
<td>3.13</td>
<td>2.35</td>
</tr>
<tr>
<td>mobilenet</td>
<td>3.22</td>
<td>1.18</td>
</tr>
<tr>
<td>mobilenetv2</td>
<td>0.36</td>
<td>0.74</td>
</tr>
<tr>
<td>nasnet</td>
<td>4.31</td>
<td>4.36</td>
</tr>
<tr>
<td>nasnetmobile</td>
<td>0.22</td>
<td>0.28</td>
</tr>
<tr>
<td>resnet101</td>
<td>0.02</td>
<td>0</td>
</tr>
<tr>
<td>resnet101v2</td>
<td>0</td>
<td>0.21</td>
</tr>
<tr>
<td>resnet152</td>
<td>0.85</td>
<td>1.02</td>
</tr>
<tr>
<td>resnet152v2</td>
<td>0.95</td>
<td>0.83</td>
</tr>
<tr>
<td>resnet50</td>
<td>1.13</td>
<td>0.74</td>
</tr>
<tr>
<td>resnet50v2</td>
<td>0.25</td>
<td>0.86</td>
</tr>
<tr>
<td>vgg16</td>
<td>0.78</td>
<td>0</td>
</tr>
<tr>
<td>vgg19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>xception</td>
<td>5.78</td>
<td>7.67</td>
</tr>
<tr>
<td>AVG</td>
<td>1.36</td>
<td>1.91</td>
</tr>
</tbody>
</table>

ent models, backgrounds and camera views to those used during training. However, the adversarial texture remains highly transferable across different models. In our experiments, we found this effectiveness of our textures to be generally true. This is because our technique explicitly accounts for variations in scene parameters, which makes our textures robust to changes in scene conditions.

6. Conclusion

We explored adversarial texture generation with graphics pipeline in an end-to-end optimization paradigm, using differentiable rendering. We demonstrated highly effective adversarial textures for 3D models and established that our proposed optimization technique significantly outperform usage of target class images as the texture maps. We performed thorough experiments to demonstrate that our adversarial textures are able to fool 18 ImageNet models, even under considerable scene parameter variations.
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